
AI is the new electricity

It will transform every industry and create 
huge economic value

Andrew Ng



I believe that Artificial Intelligence represents the greatest 
opportunity in human history 

I estimate the AI market potential will be 10 times greater 
than that of the mobile internet revolution

Kai Fu Lee



One consequence of this AI revolution ..

will be “a Cambrian explosion of autonomous machines”

Jensen Huang



Artificial intelligence

and Biotechnology

Nanotechnology

are going to be central themes in the next wave of science 
and wealth creation

Michio Kaku



We’re at the beginning of a golden age of AI

Recent advancements have already led to inventions that 
previously lived in the realm of science fiction

Jeff Bezos

— and we’ve only scratched the surface of what’s 
possible



The business value created by AI will reach $3.9T in 2022

Gartner 

$3,900,000,000,000



However.. 

there is one big challenge with AI in Financial Services… 



Explainable AI for regulatory 
compliance, fair customer outcomes 
and market stability in the Global 
Financial Services Sector

Janet Adams



Recent career: 

• Head of Risk and Controls, Head of 
AI, TSB business bank

• Global Head of Conduct, HSBC 
commercial bank

• Head of strategic regulatory 
change, RBS regulatory affairs

• COO, Credit Risk, RBS Investment 
bank 

Lots of risk frameworks !

AFME AI working group

Who am I? 

• AI enthusiast, recently completed MSc in AI at 
University of Essex

• Representing my academic research today  - how 
to unlock AI benefit in banking



Research Strand 1: review of relevant publications / speeches / regulatory guidance on Ethics of AI 

Issuing body Title Issuing body Title
US Government / Senate Algorithmic Accountability Act of 2019 Electronic Privacy Information 

Center, Washington DC (part of 
Whitehouse AI task force)

Universal Guidelines for Artificial Intelligence

DNB General principles for the use of Artificial 
Intelligence in the financial sector 

Bank of England Managing Machines: the governance of artificial 
intelligence

Australian government Artificial Intelligence: Australia’s Ethics 
Framework Discussion Paper

UK courts Legal case against algorithmic trading firm for 
misleading investors about the capabilities of the system

Information Commissioners Office GDPR SEC Guidance Update: ROBO-ADVISERS

European Commission ETHICS GUIDELINES FOR TRUSTWORTHY AI Government of China Beijing AI Principles

BaFin Federal Financial 
Supervisory Authority

Big data meets artificial intelligence – results 
of the consultation on BaFin’s report

Japanese government AI Policy Japan

House of Lords AI in the UK, Ready, Willing and Able? Indian government National Institute for Transforming India. 2018. National 
strategy for artificial intelligence. 

French Government For a meaningful artificial intelligence: 
Towards a French and European strategy

MAS Principles to Promote Fairness, Ethics, Accountability 
and Transparency (FEAT) in the Use of Artificial 
Intelligence and Data Analytics in Singapore’s Financial 
Sector 

OECD Recommendation of the Council on Artificial 
Intelligence

Office of the Privacy Commissioner 
for Personal Data 

Ethical Accountability Framework for AI

IEEE Ethically Aligned Design (EAD1e), A Vision for 
Prioritizing Human Well-being with 
Autonomous and Intelligent Systems

AI Now AI Now 2018 report

European Parliament European Parliament resolution of 16 
February 2017 with recommendations to the 
Commission on Civil Law Rules on Robotics 
(2015/2103(INL))

FCA The future of regulation: AI for consumer good





Courtesy of A. Koshiyama, UCL

Research Strand 2: Methods of explainability



Developing a definition of ‘sufficient explainability’ for FS; assessment of top 
50 use cases in banking for explainability 



Research Strand 3: 9 banking uses cases explored using three algorithmic models



Example 
Fuzzy Logic 
explainable 
global rules 
- PTB



Example 
Fuzzy Logic 
explainable 
local rules -
CCD



Example FX 
global rules



• Type 2 Fuzzy Logic has the capability to deliver strong performance in recall, precision and accuracy, and outperforms Neural

Networks and Logistic regression for explainability, supporting compliance, governance, risk assessment, oversight, monitoring and 

controls, disclosure, autonomy, human empowerment, sustainability, scalability, conduct, culture and societal impact

• Firms should consider building AI capability from the outset with model-specific explainable methods

• Deep Neural Networks and other complex algorithmic approaches which are not explainable by design have a place; however 

where opaque models are deployed, stringent and robust compliance, monitoring and auditability measures must be in place, 

along with expertise

• It is recommended that firms with ambitions to deploy AI at scale develop and rollout a global AI Accountability and Explainability  

Framework

• A risk based approach to explainability is proposed; a reasonable starting benchmark should be that every customer matters and 

any significant customer impacting decision being driven or informed by AI methods should be clearly explainable by design

• Additionally, issues of diversity in the workplace, particularly in data and technology focussed areas, must be addressed as a 

priority

Conclusions



Thank you:

Professor Hani Hagras at University of Essex
Logical Glue/Temenos
Adriano Soares Koshiyama at UCL
Eva Lueckemeier at HSBC Thailand


